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Vision transformer is difficult to train SupMAE learns more transferable features

Code & Models

● Supervised training

SupMAE: the best of both worlds

● Self-upervised pre-training

● SupMAE extends MAE by adding a supervised 
classification branch.

Comparison with sup. and self-sup. methods
● SupMAE shows a great efficiency and can achieve the 

same accuracy as MAE using only 30% compute.

SupMAE is more training efficient
● SupMAE is efficient and shows a much faster 

convergence speed.

SupMAE model shows better robustness

● All models are trained on ImageNet and 
evaluated on ImageNet variants. 
SupMAE model shows better 
roboustness on the benchmark.

● Transferring to semantic segmentation on ADE20K

● Few-Shot transfer learning on 20 classification datasets 

Generalize method to SimMIM
● Integrating the supervised branch into SimMIM. Results 

show that supervised branch is also compatible with other 
MIM frameworks.
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