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Abstract

In this study, ChatGPT is utilized to create streamlined models
that generate easily interpretable features. These features are then
used to evaluate financial outcomes from earnings calls. We detail
a training approach that merges knowledge distillation and transfer
learning, resulting in lightweight topic and sentiment classification
models without significant loss in accuracy. These models are as-
sessed through a dataset annotated by experts. The paper also
delves into two practical case studies, highlighting how the gen-
erated features can be effectively utilized in quantitative investing
scenarios.

Introduction

The objective of this work is to distil ChatGPT to construct
topic/sentiment classification models based off earning calls tran-
scripts. The three steps are:
1 Identify a comprehensive list of topics that adequately represent a
significant portion of the subject matter in the field.

2 Create a labeled dataset of sentences from the corpus based on the
teacher topic/sentiment model.

3 Train a “small" topic/sentiment model using a supervised approach.

Below are examples of sentences labeled by ChatGPT.

Benchmark Datasets: We collaborated with three financial ex-
perts who tagged the topic and sentiment of 1,000 sentences. Each
sentence was carefully reviewed to ensure the accuracy of the assigned
sentiment, and a secondary round of tagging was conducted for in-
stances where there were discrepancies in the initial tagging. For the
topic models specifically, we also set aside a separate set of data tagged
by ChatGPT, which accounted for 20% of our scored sample. This
reserved dataset allowed us to assess the effectiveness of our supervised
topic modeling approach.

Distillation Pipeline

Figure 1:Earning Calls Topic Classification Pipeline.

Figure 2:Topic Classification Student Model Architecture.

Figure 3:Sentiment Classification Model Pipeline.

Results

Figure 4:Identified topics distribution and average sentiment per topic on the labeled
sentences dataset.

Model #Tokens Size F1 vs. Teacher F1 vs. Human
Paraphrase Albert 256 43MB 46.8% 61.9%
MiniLM-L6 256 120MB 55.1% 60.3%
MPNET 384 420MB 63.1% 72.8%
DistilBERT 512 420MB 61.3% 74.4%
FinBERT 512 438MB 48.8% 54.5%

Table 1:Topic Classification Models Performance.

Model MPNET FinBERT ChatGPT 3.5
F1 vs. Human 77.8% 65.3% 83.1%
Table 2:Sentiment Classification Models Performance.

Applications

Figure 5:Cumulative IC Trends with respect to propensity and sentiment for Divi-
dend & Buyback (left panels) and Products & Services (right panels).

Earnings Revenue
Filter Outlook Trailling Outlook Trailling
Earnings High High Medium Medium
Revenue Medium Medium High High
Guidance High Low High Low
Others Low Low Low Low

Table 3:Filter intensity for earnings and revenue sentiments trends.

Figure 6:Trends in negativity value: earning, sales with or without outlook.

Conclusion

Our research introduces a new methodology for analyzing earn-
ings calls using a knowledge distillation framework which is better
adapted for use on resource-constrained devices. This method has
shown potential to identify signals related to stock movements and
to provide deeper insights into the content of earnings calls.


