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Main results

Architecture

Introduction
GLiNER utilizes encoder-only bidirectional
transformer (BERT-like) for open-type Named Entity
Recognition (NER)
Outperforms zero-shot and fine-tuned LLM models
across diverse datasets
Fewer parameters, faster, superior performance
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