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It is necessary to develop efficient deep neural networks (DNNs) deployed on 
edge devices with limited computation resources. However, the compressed 
networks often execute new tasks in the target domain, which is different from 
the source domain where the original network is trained. We investigate the 
robustness of compressed networks in two types of data distribution shifts: 
domain shifts and adversarial perturbations.
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The compressed networks often execute new tasks in the target domain, which 
is different from the source domain where the original network is trained. 

The current deep domain adaptation methods for computer vision that 
minimize the distribution difference between the two domains do not consider 
network compression.

L1-Norm FP
(Li et al. 2017)

Deep CORAL (Sun and Saenko 2016)

We take one domain as the source 
domain and one of the other as the 
target domain. In total, six domain shifts.

EXPERIMENTS Office-31 dataset (Saenko et al. 2010) 
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RESULTS – ADVERSARIAL ATTACKS

• As the compression ratio increases, the compressed models perform more poorly in 
the unseen domain due to distribution shifts.

• Compressed networks originating from smaller models demonstrate better 
generalization abilities in the target domain, indicating that they are more robust to 
distribution shifts compared to networks that were originally as large.

• The pruning technique is known for generating highly sensitive compressed networks 
that are vulnerable to domain shifts and adversarial perturbations. On the other hand, 
compact networks produced through KD are less affected by these issues.

• The quantized networks (compressed to ~25% of their original size) offer significantly 
more robustness to distribution shifts, particularly in the case of domain shifts, than 
other compressed networks.

3） Adversarial Attacks: 

Thank both MEIL (McGill Edge Intelligence Lab) and CIM (Center for Intelligent 
Machines) for powerful local computing resources and for dedicating significant 
advanced computing resources for research from Compute Canada. I am grateful to 
MEDA (McGill Engineering Doctoral Award) and FRQNT (Fonds de Recherche du 
Québec Nature et Technologies) for providing grants that funded my research.

ACKNOWLEDGEMENT

PAPER

• Knowledge Distillation (KD) (Hinton et al. 2014)

• Quantization: post-training static quantization (PTSQ)
• Low-rank factorization
• Neural Architecture Search (NAS)

Obtain the compact model using 
FP/KD/PTSQ


