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Research topics
§ Machine Learning: reinforcement learning, 

uncertainty quantification, federated learning, 
inverse constraint learning

§ Natural Language Processing: knowledge 
graphs, post-editing ASR error correction, 
conversational agents

§ Applications: autonomous driving, sports 
analytics, material design for CO2 recycling

Industry Partners
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Outline
§ Federated Learning Background
§ Calibrated One-Round Federated Learning

§ Mohsin Hasan, Guojung Zhang, Kaiyang Guo, Xi Chen, Pascal Poupart, Calibrated 
One Round Federated Learning with Bayesian Inference in the Predictive 
Space, AAAI, 2024.

§ Flexible and Communication Efficient Federated Learning
§ Haolin Yu, Guojun Zhang, Pascal Poupart, FedLog: Federated Classification 

with Less Communication and More Flexibility, under review.

§ RL Foundation Models
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Foundation Models
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Credit:  On the Opportunities and Risks of Foundation Models (2022) 
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GPT-4 Calibration

§ Expected Calibration Error: 𝐸𝐶𝐸 = ∑!
"!
#
|𝑎𝑐𝑐(𝐵!) 	− 𝑐𝑜𝑛𝑓 𝐵! |
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Credit: GPT-4 Technical Report (OpenAI)



LLAMA-2 Calibration
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Ruotian Wu and Ahmad Rashid

Pre-trained model Bin-wise temperature scaling



Federated Learning

§ Communication cost:
§ # of communication rounds
§ Message sizes

§ Calibration?
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Credit: https://ai.sony/blog/blog-032/



Fed-Averaging

§ Costly communication:
§ 1000’s of rounds
§ Message size: #params

§ Often mis-calibrated
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Credit: https://ai.sony/blog/blog-032/
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Bayesian Federated Learning
§ Bayes Theorem: 𝑃 𝜃 𝐷", 𝐷#, … , 𝐷$ = 𝑘	𝑃 𝜃 𝑃 𝐷" 𝜃 𝑃 𝐷# 𝜃 …𝑃 𝐷$ 𝜃

                                                                      = %
& ' !"# 𝑃(𝜃|𝐷")𝑃(𝜃|𝐷#)…𝑃(𝜃|𝐷$)

§ Single communication round
§ Well calibrated

§ Catch: intractable computation
§ Parameter posterior: 𝑃 𝜃 𝐷", 𝐷#, … , 𝐷$  
§ Predictive posterior: P 𝑦 𝑥, 𝐷", 𝐷#, … , 𝐷$ = ∫' 𝑃(𝑦|𝑥, 𝜃) 𝑃 𝜃 𝐷", 𝐷#, … , 𝐷$ 	𝑑𝜃
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Bayesian Federated Learning in Predictive Space
§ Bayesian Committee machine

§ 𝑃 𝑦 𝑥, 𝐷", 𝐷#, … , 𝐷$ = 𝑘	𝑃(𝑦|𝑥)𝑃 𝐷" 𝑦, 𝑥 𝑃 𝐷# 𝐷", 𝑦, 𝑥 …𝑃 𝐷$ 𝐷$(", … , 𝐷", 𝑦, 𝑥
                                        ≈ 𝑘	𝑃 𝑦 𝑥 𝑃 𝐷" 𝑦, 𝑥 𝑃 𝐷# 𝑦, 𝑥 …𝑃 𝐷$ 	𝑦, 𝑥
                                        = %

& 𝑦 𝑥 !"# 𝑃 𝑦 𝐷", 𝑥 𝑃 𝑦 𝐷#, 𝑥 …𝑃(𝑦|𝐷$, 𝑥)

§ Calibration?
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Credit: Geoff Hinton
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Credit: Geoff Hinton
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Mixture of Experts
§ 𝑃 𝑦 𝑥, 𝐷), 𝐷*, … , 𝐷+ = ,!

, 𝑃 𝑦 𝑥, 𝐷) + ,"
, 𝑃 𝑦 𝑥, 𝐷* +⋯+ ,#

, 𝑃 𝑦 𝑥, 𝐷+

§ Calibration?
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client 1 client 2 client n

Aggregation Homogeneous 
(identical clients)

Heterogeneous
(independent clients)

Product of experts overconfident calibrated
Mixture of experts calibrated underconfident

𝑃(𝑦|𝐷$, 𝑥) 𝑃(𝑦|𝐷%, 𝑥)

𝑃(𝑦|𝐷$, 𝐷%, 𝑥)

Credit: Geoff Hinton



𝜷-PredBayes

§ Interpolate between product and mixture of experts

§ Objective: min$ log 𝑃$ 𝑦 𝑥, 𝐷  

where log	𝑃- 𝑦 𝑥, 𝐷 = 𝛽 log )
. 𝑦 𝑥 #$!∏/𝑃 𝑦 𝑥, 𝐷/ + 1 − 𝛽 log ∑/

,%
, 𝑃 𝑦 𝑥, 𝐷/
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Results
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Federated Bayesian Logistic Regression
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Alternative paradigm: share data summariesTraditional paradigm: share parameters



Federated Bayesian Logistic Regression

§ Benefits:
§ Smaller messages 

(embedding size)

§ Flexibility (clients can use 
different body architectures)
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Head (softmax)
Parameters: 𝜂

Embedding  𝑇&(𝑥)

Body (encoder)
Parameters: 𝜙

Client training

Message to server

Server training

Flexibility: clients can use different body architectures



Results
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Differential Privacy
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Foundation Models as Interactive Systems
Yang, Nachum, Du, Wei, Abbeel, Schuurmans, Large Foundation Models for 
Decision Making: Problems, Methods, and Opportunities
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Vector RL Foundation Model
§ Reduce data complexity with pre-trained RL Policy/Q-function 

§ Generalize across various business problems

§ Evaluation partners
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Conclusion
§ Distributed Foundation models
§ Calibrated and Communication Efficient Federated Learning

§ Mohsin Hasan, Guojung Zhang, Kaiyang Guo, Xi Chen, Pascal Poupart, Calibrated 
One Round Federated Learning with Bayesian Inference in the Predictive 
Space, AAAI, 2024.

§ Haolin Yu, Guojun Zhang, Pascal Poupart, FedLog: Federated Classification 
with Less Communication and More Flexibility, under review.

§ Future work
§ RL Foundation Models
§ Composition of specialized models
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