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Vision transformers (ViTs) as a CV engine

Vision transformers (ViTs) have emerged as the new architecture for computer vision

ViT [A. Dosovitskiy et. al.]
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ViTs are hard to train: Can we combine best of both worlds?

Supervised training Self-supervised pre-training

…

DeiT [H. Touvron et. al.]

Training time* ImageNet acc.

91.5 hours 81.8

Training time* ImageNet acc.+

394 hours 83.6

* Time is measure on 8 A5000 GPUs

Masked AutoEncoders [K. He et. al.]

+ Accuracy is obtained after supervised fine-tuning on ImageNet
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SupMAE achieves the best of both worlds

Training time* ImageNet acc.+

125.9 hours 83.6
The proposed SupMAE extends MAE by adding 
a supervised classification branch

▪ Reconstruction loss: learn middle-level 
features

▪ Classification loss: learn global features

* Time is measure on 8 A5000 GPUs
+ Accuracy is obtained after supervised fine-tuning on ImageNet
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SupMAE learns better global features than MAE

t-SNE visualization of pre-trained checkpoints^

^ MAE / SupMAE is pre-trained on ImageNet. We select three categories in CIFAR-10 validation set for t-SNE visualization.

SupMAE’s features can be better clustered into true categories, revealing that 
better global features are learnt with proposed supervised branch
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Comparison with supervised and self-supervised methods

▪ Compared with other supervised methods, SupMAE achieves better 
performance

▪ Compared with self-supervised methods, SupMAE achieves comparable  
performance with much less compute e.g., 30% of MAE
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SupMAE is more training efficient

▪ Compared with MAE, SupMAE shows better training efficiency
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SupMAE model shows better robustness

▪ Compared with MAE, SupMAE shows better robustness
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SupMAE learns more transferable features

▪ SupMAE shows better transfer learning performance compared to other 
supervised or self-supervised methods
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Ablation Study
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SupMAE: more training efficient, with SOTA accuracy

▪ SupMAE extends MAE to a fully-supervised setting by adding a 
supervised classification branch, thereby enabling MAE to effectively 
learn global features from golden labels

▪ Through experiments, we demonstrate that not only is SupMAE more 
training efficient but also it learns more robust and transferable 
features

▪ Training cost is 4x less for similar performance



Check our code & models
Thank you!
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